Data mining and compression: where to apply it and what are the effects?
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ABSTRACT
In data mining it is important for any transforms made to training data to be replicated on evaluation or deployment data. If they is not, the model may perform poorly or be unable to accept the input. Lossy data compression has other considerations, however, for example it may not be known whether or not lossy compression will be applied to deployment data, or if a variable compression ratio is to be used. Furthermore, lossy data compression typically reduces noise, which may not affect or even improve model performances, and performing feature selection on lossy data may find better features than selecting from the original data. In this paper, we investigate the effects of selecting features, learning, and making predictions from data that has been compressed using lossy transforms. Using vehicle telemetry data, we determine where in the data mining methodology lossy compression is detrimental or beneficial, and how it should be compressed. We also propose a specialised feature selection approach that considers predictive performance alongside compressibility, measured by compressing them either individually or in a single concatenated stream.

CCS CONCEPTS
• Information systems → Data mining  
• Theory of computation → Data compression  
• Computing methodologies → Feature selection.  
Supervised learning by regression.

KEYWORDS
Data mining, Data compression, Data compression

1 INTRODUCTION
Data mining is a process that turns data into patterns that describe a part of its structure [2, 9, 23]. For example, a city may wish to estimate the likelihood of traffic congestion or assess air pollution, using data collected from sensors on a road network. The data mining methodology [12] defines a series of activities where data is analysed and models are learned. Broadly, it comprises a problem specification (where a concrete task is defined), data collection, data engineering (data preprocessing such as re-sampling, discretisation, and feature selection), algorithm engineering (fitting models and optimising hyper-parameters), and evaluation (assessing the model performance). Finally, refinement ensures each stage is revisited so that design decisions are reconsidered as a continuous process both before and after deploying the learned model.

It is generally accepted that any transform to training data should also be applied to testing data, or data input after the model is deployed [23]. For example, if the training data is normalised or discretised before learning a model, the same normalisation or discretisation scheme should be applied to any data input into the model. If it is not, the model may perform poorly or be unable to accept the input. In lossy data compression, however, there are other considerations. Firstly, it may be unknown whether data in deployment will be compressed using lossy techniques, in particular if variable compression is to be used. Secondly, information loss due to a lossy transform is often limited to signal noise, which may not affect or even improve model performances, even if models are trained on the original data. Finally, performing feature selection on lossy data may find features that are more robust to lossy compression than selecting features from the original data.

In this paper, we investigate the effects of selecting features, learning, and making predictions from data that has been compressed using lossy transforms. Specifically, we:

• determine whether or not compression is improved by compressing signals separately or together;
• evaluate the trade-off in performance and compression when using lossy versus lossless compression, and
• discuss considerations to make when learned models are intended to take lossy compressed data as input.

As well as selecting features from lossy compressed data, the amount of compression achieved is also considered alongside their predictive performances in the selection process, using the Minimal
Reduced Maximal Relevance and Compression (MRMR+C) filter [21]. In doing so, features with slightly worse performances but significantly improved compression can be selected.

The remainder of this paper is structured as follows. Section 2 discusses the related work on data compression and feature selection. Section 3 outlines the data mining methodology with consideration of lossy compression, and Section 4 presents a feature selection approach that considers four different measures of compressibility. Section 5 then evaluates the feature selection approaches and compares the performances of considering compression at the different stages of the methodology. Finally, Section 6 concludes this paper.

2 RELATED WORK

Data compression aims to remove redundancy, thus making the data representation smaller, in such a way that it can be restored [18]. Characteristics of urban and vehicle telemetry data, including temporal consistency, noise, and signal redundancy, all support good compression. While signal redundancy is typically removed when performing feature selection, noise and temporal consistency must be considered using other kinds of data compression. There are two broad categories of data compression, namely lossless and lossy.

Lossless compression aims to compress the data in such a way that the uncompressed version is indistinguishable from the original [18]. Typically, lossless compression inspects the frequencies of symbols, and looks for repeating symbols or sequences of symbols in the data stream. Perhaps the most simple method of compression is runlength encoding, in which symbols are encoded along with their number of consecutive repetitions. For example, the string ‘AAAAABBA’ can be encoded as ‘A4B2A1’. Using this simple method can increase the length of the string, however, as in the case of ‘ABAB’, which would be encoded as ‘A1B1A1B1’.

Two other notable compression algorithms are LZ77 dictionary encoding [24] and Huffman coding [11]. LZ77 uses a sliding window and searches for repeating sequences, which are encoded as the length and location of its first occurrence in the window. Huffman coding produces a variable length prefix code defining the path to the encoded symbol in a Huffman tree. Symbols that occur with high frequencies are located closer to the root node in the tree, and thus have shorter Huffman codes. Taken together, LZ77 and Huffman encoding make up the DEFLATE compression algorithm [5], which is the basis of the ZIP file format.

Lossy compression relaxes the guarantee that the decompressed stream is the same as the original, and aims only to minimise information loss. In particular, lossy compression aims to keep information where it is important and lose information where its loss will not be noticed. In JPEG image compression, for example, high frequency information that is difficult for humans to perceive is removed. For vehicle telemetry data, similar components of the signals can be removed if they are not useful to further analysis. Some signals such as vehicle speed, for example, contain noise that may even be detrimental to analyses.

JPEG compression is based on the discrete cosine transformation, which transforms the signal into the frequency domain in the the form of cosine functions. The high frequency cosine functions, or those with small amplitudes, can be ignored and removed using quantisation without noticeably affecting the quality of the image while significantly improving compression. Another lossy compression method is to use the Discrete Wavelet Transform (DWT), which operates by extracting two signals that are each half the length of the original [1]. The first represents an approximation of the original signal, and is referred to as the low frequency component. The second is the high frequency component, and is a representation of the detail in the original signal. The low and high frequency components are produced by a convolution of the original signal with wavelet kernels, followed by a down-sampling by a factor of two. Typically the high frequency component contains many small values and, as with the discrete cosine transform, can be considered the noise component of the original signal and removed using quantisation. By quantising the high frequency component, many of these small values become zero and can be encoded very efficiently using lossless compression methods such as DEFLATE.

This process can be performed recursively to the low frequency component, further increasing the potential for lossless compression of the coefficients. Quantisation introduces errors into the signal when it is reconstructed, but the error is minimised because only the high frequency component (detail) is typically affected.

One form of data compression often applied in data mining is feature selection, which reduces the data that must be processed by machine learning algorithms and models. This has several advantages, including reducing model complexity and improving performance, but selected features often have high variances and entropies that typically coincide with good predictive performance [8]. This bias toward high entropy features limits the data compression that can be achieved with those that are selected. It may be the case, particularly with the high redundancies found with vehicle telemetry and urban data, that some features with lower entropies and better compression may provide comparable predictive performances [21].

Feature selection aims to find a subset of all possible features to reduce their number, while still sufficiently describing the data with respect to a particular task [4]. In unsupervised learning a task may be to group data samples in an efficient way, or in a supervised setting it may be to predict a given target variable. Feature selection for unsupervised learning typically aims to find the features that best capture differences between samples [7, 16]. This typically relies on transforming the feature space, assessing clustering properties, or other discriminatory properties measured using heuristics [3].

In supervised learning, which is the focus of this paper, the three main approaches are embedded, wrapper, and filter methods [8]. Embedded methods perform feature selection as part of the learning algorithm [15]. For example, in decision tree induction, the choice of variable on which to split nodes can be seen as feature selection. The nodes used, and their associated features, are then the selected features. Trees in random forests may also be removed if their estimated performance is poor, which may mean poor performing features are never used in the learned model.

In wrapper methods, feature subsets are assessed by estimating the performances of models that use them as inputs [13]. This is done by comparing the performances of models learned using the same process and training samples, but with different sets of input features. Wrapper methods are typically computationally expensive, as they require a machine learning algorithm to build a model for each feature subset evaluation. Filter methods, on the
other hand, generally assess the performances of feature subsets using heuristics that are typically less computationally expensive. Some commonly used heuristics include similarity measures such as Pearson’s Correlation Coefficient (PCC) or Mutual Information (MI), which can be used to estimate both relevance and redundancy of a feature set [23].

In general, selecting up to \( l \) features from a set of features, \( X \), can be represented as an optimisation problem [14].

\[
\arg\max_{S \subseteq X, |S| \leq l, l \leq |X|} P(S, y) \tag{1}
\]

where \( P(S, y) \) estimates the performance of a subset of these features, \( S \), with respect to predicting the target variable, \( y \). Ideally, all possible subsets would be evaluated to find the feature set that provides the highest performance, but the number of possible feature subsets is \( \binom{|X|}{l} \) and this exhaustive search is infeasible. In practice, therefore, a more efficient combinatorial search algorithm is applied.

Possibly the most common search strategy is the forward greedy search [14], which selects the feature, \( s_k \in X \setminus S \), that satisfies a condition,

\[
\arg\max_{s_k \in X \setminus S} P(S_k \cup \{s_k\}, y) - P(S, y), \tag{2}
\]

in each of \( k = 1, 2, \ldots, l \) iterations. The search begins with no selected features, \( S_0 = \emptyset \), to which the feature with the highest individual performance is selected. It is typical that during this first iteration \( P(\emptyset, y) = 0 \). In the subsequent \( l - 1 \) iterations, \( P(S_k, y) \) is the performance of the already selected features, and the feature which increases the performance most is selected. The search stops when a stopping criteria is met, such as when a given number of features are selected or if the performance score decreases after selecting a new feature.

3 DATA MINING METHODOLOGY

In this section we introduce the consideration of lossy compression at different stages of the data mining methodology [12], namely before feature selection, training a predictive model (learning), and making predictions with the learned model (evaluation or deployment). A simplified data mining methodology presented in Figure 1, describing the feature selection, model learning, and evaluation stages. These stages are a subset of the wider data mining methodology, which includes data preprocessing, feature extraction, refinement, and deployment.

In the feature selection stage, training data is input into a feature selection algorithm, which outputs the feature identifiers of those feature that are selected. The selected feature identifiers are then used to get the feature subset from the training data and produce the training features in the model learning stage, where a machine learning algorithm is applied to fit a predictive model to the training features. Finally, the selected features in the testing data are then input into learned model in the evaluation stage, which produces some performance metrics via the model evaluation.

In each stage of Figure 1 there is potential for lossy data compression to be considered, highlighted in red. In each case there is a boolean parameter, namely SC for feature selection, LC for model learning, and EC for evaluation. If this parameter is true, the features are compressed and decompressed using lossy data compression before they are used, leading to some information loss that affects the following processes. In the feature selection stage the lossy data compression is applied prior to feature selection, in the model learning stage it is applied prior to learning the model, and in evaluation it is applied before the features are input into the learned model.

In applying data compression, a lossy transform is applied to each feature followed by reconstructing them using the inverse transform. Lossy transforms are typically used to represent the signal in such a way that the lossless compression requires fewer bytes to represent it, usually because it consists of several consecutive zeros that can be run-length encoded. Although the lossy transform changes the signal, the information loss is usually limited to the detail or noise of the signal. Using DWT, for example, coefficients in the detail components are typically small, and those below a threshold are set to zero. The approximation coefficients typically have larger values and are not set to zero. Combining the approximation and detail coefficients that are not changed, an accurate reconstruction of the original signal can be generated.

In this paper, we measure signal reconstruction accuracy using an adaptation of Symmetric Mean Absolute Percentage Error (SMAPE),

\[
RA(a, \hat{a}) = 1 - \frac{1}{n} \sum_{i=0}^{n-1} \frac{|a_i - \hat{a}_i|}{|a_i| + |\hat{a}_i| + 1}, \tag{3}
\]

where \( 1 \) is added to the denominator to avoid division by zero and it is subtracted from \( 1 \) to produce an accuracy rather than error measure. \( RA(a, \hat{a}) = 1 \) when the original signal, \( a \), and reconstructed signal, \( \hat{a} \), are identical and \( RA(a, \hat{a}) < 1 \) when they differ. In the results of this paper, we ensure the same accuracy is maintained across the different features, and search for the threshold that achieves the minimum accuracy that is greater than a specified reconstruction accuracy.

4 FEATURE SELECTION

MRMR+C [21] is based on the Minimal Redundancy Maximal Relevance (MRMR) feature selection filter, which assesses relevance and redundancy to produce a performance measure for a feature set [6, 17]. MRMR has several different instantiations, defined by how relevance and redundancy is assessed, as well as how they are combined [10]. In general, the performance score in MRMR increases with higher relevance and decreases with higher redundancies. One such instantiation defines the performance of a feature set as the difference between relevance and redundancy,

\[
P_{MRMR}(S, y) = Rel(S, y) - Red(S), \tag{4}
\]

where \( Rel(S, y) \) is the relevance of feature set, \( S \), to target, \( y \), and \( Red(S) \) is its redundancy.

To assess the relevance of a feature set, the individual feature relevancies, \( \rho(x_i, y) \), can be aggregated,

\[
Rel(S, y) = \frac{1}{|S|} \sum_{x_i \in S} \rho(x_i, y). \tag{5}
\]

We do not specify the similarity measure, \( \rho(\cdot) \), which may be instantiated using any correlation measure [19, 20], such as PCC or MI [23]. For the simulations in this paper we use PCC due to its computational efficiency.
The redundancy of a feature set can be assessed as the mean of all pairwise feature similarities,

$$\text{Red}(S) = \frac{1}{|S|(|S|-1)} \sum_{x_i, x_j \in S, x_i \neq x_j} p(x_i, x_j).$$ (6)

To maximise the compression of selected features, we use a compressibility factor, $\text{Com}(S)$, which increases with the compressibility of the features. In particular we apply data compression to the features and measure the space savings achieved,

$$\text{Com}(S, S') = 1 - \frac{B(S')}{B(S)}.$$ (7)

where $B(S)$ is the number of bytes in the original data $S$, and $B(S')$ is the number of bytes in the compressed data, $S'$. This measure is larger for variables that are more easily compressed than those that do not compress well, and has a range of $[0, 1]$ whenever good compression is achieved.

We propose two different forms of compression, one where the features are compressed individually (depicted for $m$ features in Figure 2(a)) and another where they are compressed together (depicted for $m$ features in Figure 2(b)). To compress individual features, lossless compression, $\text{LLC}(\cdot)$, is applied to each one separately and the compressed outputs are combined (using concatenation) in a single stream, $\{\text{LLC}(x) : \forall x \in S\}$. In this paper we employ the DEFLATE lossless compression algorithm. When compressing the features together, they are concatenated into a single data stream to which lossless compression, $\text{LLC}(S)$, is applied to compress the data.

It is also possible to apply a lossy transform, $\text{LTO}(\cdot)$, to each feature, $x$, prior to lossless compression. In many cases this lossy transform will improve compression, but in others it may increase the number of bytes required to represent the data. Therefore, we use an option function,

$$\text{LTO}(x) = \begin{cases} \text{LT}(x) & \text{if } B(\text{LLC}(\text{LT}(x))) < B(\text{LLC}(x)) \\ x & \text{otherwise}, \end{cases}$$ (8)

so the lossy transform is only used when it improves compression and the best compression is achieved. If compression is not improved, lossless compression is applied directly to the feature values rather than its lossy transform. Clearly, if the lossy transform is not applied to a signal, its reconstruction accuracy will always be 1.

In this paper we employ the DWT lossy transform, using ‘HAAR’ wavelets with three levels. A DWT threshold is computed for each feature in the training data such that it maintains a given reconstruction accuracy, $RA$, (as defined in Equation 3 and discussed in Section 3). $RA$ is therefore a parameter of the data mining methodology used to find a DWT threshold. The DWT threshold is then used in data compression of training data in feature selection stage (when SC=1) and the model learning stage (when LC=1), and applied to features the testing data in the evaluation stage (when EC=1).

The performance metric in MRMR+C is then defined as,

$$P_{\text{MRMR+CL}} = P_{\text{MRMR}}(S, y) + \omega_{\text{com}} \times \text{Com}(S, CI(S)).$$ (9)

where

$$CI(S) = \{\text{LLC}(\text{LTO}(x)) : \forall x \in S\}$$ (10)

if compressing them individually (Figure 2(a)), and

$$P_{\text{MRMR+CT}} = P_{\text{MRMR}}(S, y) + \omega_{\text{com}} \times \text{Com}(S, CT(S)),$$ (11)

where

$$CT(S) = \text{LLC}(\{\text{LTO}(x) : \forall x \in S\})$$ (12)

if compressing them in one stream (Figure 2(b)).

5 RESULTS

In this section we demonstrate the methodology and feature selection described in Sections 3 and 4 using two datasets. First, we use the Location Extraction Dataset (LED) [22], which consists of over 1900 signals collected in nine structured journeys, each repeated eight times (for a total of 72 journeys), while performing various pick-up and drop-off scenarios in an urban environment. The mean length of each journey was 19.7 minutes, the standard deviation of journey lengths was 8.2 minutes, and the range was 29.1 minutes. Second, the Pattern of Life dataset (POL) is used, which was collected using seven different drivers who had access to the vehicle for personal use, and as such the journeys were unstructured. In this paper we use ten randomly selected journeys of at least twenty minutes for each driver, providing a mean journey length of 50 minutes. The longest journey length was 130 minutes and the standard deviation was 24.1 minutes.
All signals in both the LED and POL were sampled at a constant frequency of 10Hz, and interpolated using the last observed value. Before applying the data mining methodology in Figure 1, we also applied feature extraction. The signals were split temporally into equally sized blocks of 10 samples (1 second), from which the mean (if continuous) or modal (if categorical) values were extracted. This block size was chosen as it provided the most interesting trade-off for predictive performance and feature compression.

We use a regression task to demonstrate the methodology, namely estimating the instantaneous fuel consumption. All signals containing the string ‘fuel’ and ‘torq’ were removed from the data, because these signals can be used to achieve high performances in simple models using one feature. Signals with names containing the strings ‘time’ and ‘minutes’ were also removed prior to any feature selection or model learning, as they were found to be detrimental to the results due to each sample having a unique value.

Features were selected using MRMR+C, as defined by Equation 9 (when compressing features individually) and Equation 11 (when compressing them as one stream). In either case, forward greedy search (defined by Equation 2) was used to select fifteen features from the datasets. Support vector machines were then learned and evaluated using features selected at each of the fifteen stages of the forward greedy search, and the performance of the best model was then recorded. All performance results presented are therefore the best performances when selecting up to fifteen features.

For both datasets we use a form of k-folds cross validation, where data collected from one scenario (for LED) or driver (for POL) was taken as the training data, and remaining data from the other scenarios or drivers as the testing data. For LED, therefore, the results are presented as a mean over nine folds, each with training data taken from the eight journeys of one scenario and the remaining 63 journeys as the testing data. For POL, the ten journeys from one driver were used as the training data in each of the seven folds, and the remaining 60 journeys of the other drivers as the testing data. The results presented are then the mean over seven iterations of the methodology (where the journeys from each driver is used as training data). The error bars show the standard errors.

Figure 3 shows the $R^2$ scores for the (a) LED and (b) POL, when features were compressed using a lossy transform at different points in the data mining methodology (in Figure 1) and with different values of $R_{com}$. All results in this figure were produced by selecting features with $\omega_{com} = 0$ (i.e., MRMR was used in feature selection). Clearly, performing no lossy compression at any stage during the methodology (SC=LC=EC=0) meant that there was no change in performance for different values of $R_{com}$. All compression strategies also had the same performances when the compression applied to features was lossless ($R_{com} = 1$). For the POL, performing lossy compression at all stages (SC=LC=EC=1) had the best performances, in particular when $0.9 < R_{com} < 1$. With the LED, however, the $R^2$ performances of SC=LC=EC=1 reduced as $R_{com}$ decreased, indicating that there may be less noise in this dataset as a result of the structured scenarios. In both datasets, performances were also improved slightly by applying lossy compression to features at only the feature selection stage (SC=1).

The respective MAE performances, which mirror the $R^2$ scores, are shown in Figure 4. The MAEs achieved for the LED were significantly lower than those for POL, even though the $R^2$ performances of POL were slightly higher. This is likely due to the greater variance caused by the unstructured driving by various drivers in POL, as opposed to the scenarios performed by a single driver in LED.

Performing lossy compression at either the model learning or evaluation stages (i.e. SC=0, and LC=1 or EC=1) significantly reduced $R^2$ performances and increased MAE as $R_{com}$ decreased. The worst performances in both the LED and POL were achieved by applying lossy compression to only the training data, after feature selection (i.e. LC=1 and SC=EC=0). Poor performances were also achieved when lossy compression was applied to only the testing data (i.e. EC=1 and SC=LC=0), or to the training and testing data but not during selection (i.e. LC=EC=1 and SC=0). This is likely because features that are sensitive to lossy compression are being selected when their original lossless versions are used to assess their predictive performances. When these features are compressed using a lossy transform after selection, the information loss caused them to be poor predictors of the target variable. It is clear, therefore, that for good performances, information loss due to compression must be considered when assessing the predictive performances of features during feature selection.

The $R^2$ performances for the (a) LED and (b) POL for the different instantiations of MRMR+C (Equations 9 and 11) and different values of $\omega_{com}$, are shown in Figure 5. The respective MAE performances...
Figure 3: $R^2$ performances when compressing at different stages of the data mining methodology for (a) LED and (b) POL. The legend key shows which boolean values are true in the methodology (e.g. LC+EC means lossy compression was performed at the model learning and evaluation stages).

Figure 4: MAE performances when compressing at different stages of the data mining methodology for (a) LED and (b) POL. The legend key shows which boolean values are true in the methodology (e.g. LC+EC means lossy compression was performed at the model learning and evaluation stages).

are shown in Figure 6, which again mirror the $R^2$ scores. In all cases, compression was applied at all stages in the data mining methodology (i.e. SC=LC=EC=1), with different reconstruction accuracies, $RA$. In general, the performances were unaffected by compressing features independently or combined to assess their compressibility. For the same value of $\omega_{com}$, the relevant performances were almost identical. Performances were, however, affected by changing the value of $\omega_{com}$ in both datasets. In particular, larger values of $\omega_{com}$ led to worse predictive performances in most cases, reflecting the results of Taylor et al. [21].

Figure 7 shows the number of bytes required to represent the first ten selected from the (a) LED and (b) POL, when SC=1. The number of bytes are shown for features when compressed individually (as in Equation 10) or together (as in Equation 12) and for different values of $\omega_{com}$. There were more bytes required to represent the features in POL than those in LED, due to the larger number of samples in the testing data. The number of bytes required decreased significantly with lower values of $RA$, meaning that applying a lossy transform does indeed improve compression of vehicle telemetry data. Data compression also improved when the compressibility factor was used during feature selection, demonstrated by the number of required bytes decreasing as $\omega_{com}$ increased.

There was a small reduction in the number of bytes required when compressing the features individually over compressing them together. This is possibly because each signal is sufficiently different (due to minimising redundancy in MRMR+C) and each having a distinct alphabet or different symbol frequencies. Handling each feature separately with individual dictionaries and Huffman trees (as in Figure 2(b)), may therefore improve compression when applying DEFLATE. When combining the signals into one stream before
applying DEFLATE (as in Figure 2(a)), two neighbouring signals may share a dictionary to the detriment of compression.

The reconstruction accuracies measured on the testing data using Equation 3, are shown for the (a) LED and (b) POL in Figure 8. In this figure, RA is the parameter used in the training stages, which determines the level of lossy compression applied to each feature, and RAEval is the reconstruction accuracy measured on the features in the testing data. Compressing the features individually or together cannot affect the accuracy as it is a lossless process, so results are presented only for different values of ωcom. RAEval improved with higher values of ωcom for both datasets, suggesting that consideration of compressibility may lead to the selection of features that are more robust to lossy transforms.

In both datasets the reconstruction accuracies on the testing data, RAEval, decreased as with lower values of the parameter, RA. The reconstruction accuracies measured on testing data, RAEval, were higher than the training parameter RA parameter. This was because of the choice in Equations 8, where lossless compression was used if it achieves better compression than lossy compression. Lossless compression always has an accuracy of 1, and so this increased the reconstruction accuracies when measured on data. If lossy compression was always used, the accuracies measured on testing data would be lower than the accuracy used in training data in general.

6 CONCLUSION

In this paper we have investigated the effects of lossy data compression on the data mining process. We have identified three stages in the data mining process where lossy data compression should be
considered, and evaluated the effects of doing so. We then demonstrated the methodology in selecting features, learning a model, and evaluating it, using two vehicle telemetry datasets, namely the LED and the POL. We found that considering it during the feature selection stage improved the predictive performance of models, but considering it at all stages gave the best performances overall.

We also investigated the benefits of compressing features individually or concatenated in a single stream, and investigated the application of lossless and lossy compression to features. Based on these compression methods, two different compression factors were investigated for use during feature selection, to consider compressibility and predictive performance together, in MRMR+C. We found a small improvement in compression when compressing features individually, rather than together. In MRMR+C, higher values of $\omega_{com}$ significantly improved the compression of selected features, but their predictive performances in models were worse. Predictive performance of features compressed using a lossy transform also worsened with lower reconstruction accuracies, but compression improved.

As future work we intend to investigate the compression of signals using more complex and specialised methods. For example, choosing from a variety of lossy transforms for each feature in order to enable the best compression. We also intend to investigate feature relationships and their redundancy structure to improve the compression further.
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